
➢ Automatic Evaluation

➢ Key techniques towards a human-like Chinese chatbot

• Data: Quality v.s. Scale

• Layer Number: Balanced v.s. Unbalanced Layers

• Role Information: w/ Role v.s.  w/o Role

• Pre-training: Train from Scratch v.s. Further pre-training

• Decoding: 

• Base Method: Beam Search v.s. Sampling

• Length Control: Length Penalty v.s. Min Length

• Handling Repetition: w/ Control v.s. w/o Control

➢ Data Collection

• all data is publicly available

➢ Human Evaluation

➢ Data Analysis

• 60GB high-quality dialogue pre-training dataset

• Basic statistics

• Quality statistics
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❖ Technical Framework

❖ Evaluation

➢ EVA2.0 significantly outperforms other open-source 

counterparts in both automatic and human evaluations. 

➢ Strategies Comparison

❖ Data

➢ Data Quality Control

Weibo Comment Weibo Repost Zhihu

Baidu Zhidao Subtitle Story Dialog

Baidu Tieba Douban Public Dataset

Coarse Filtering Fine Filtering

context-level filtering relevance score (BERT)

sensitive word filtering fluency score  (LM)

… …

❖ Case Study❖ Technical Framework

Key Techniques

Data 

Model 
Architectures

Pre-Training 
Approaches

Decoding 
Strategies

Skills

Chit-chat

Model Safety

Commonsense
QA

Empathetic, 
Supportive

Models

#Parameters

300M 700M 2.8B

#Layers

12-12 24-24 24-24

State Dimension

768 1,024 2,048
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